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Motivating Example

303 Linear Compartmental Model

@ — @ @
321 332 M = (G, In, Out, Leak)

= (Cats, {3}, {1}, {3}).

in
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Motivating Example

Linear Compartmental Model

212 223
@ an @ a3 @ M = (G, )
= (Cats, ).

Directed Graph: G = Catg
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Motivating Example

Linear Compartmental Model

;E :( a{3}’ > )

Input Compartment: In = {3}
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Motivating Example

Linear Compartmental Model

@ M = (G, In, Out, L cak)

J) = ( ) A1} )

Measured Compartment: Out = {1}
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Motivating Example

Linear Compartmental Model

@ M = (G, In, Out, cak)

J) = ( ) A1} )

“Output” Compartment: Out = {1}
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Motivating Example

ao3 Linear Compartmental Model
@ M= (0,0, , Leak)
= ( ) ) ’ {3})

Leak Compartment: Leak = {3}
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Motivating Example

303 Linear Compartmental Model

@ — @ @
321 332 M = (G, In, Out, Leak)

= (Cats, {3}, {1}, {3}).

in
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Motivating Example

a1 a3 QOV Linear Compartmental Model
OF10E=20
a1 as M = (G, In, Out, Leak)
J> :L = (Cat37{3}a{1}’{3})

Motivating Question: Identifiability

Given information about the input and output compartment[s], can we
recover all flow rate parameters?
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Motivating Example

ao H
ao ax V Linear Compartmental Model
a21 932 M = (G, In, Out, Leak)

! = (Cats. {3}. {1}, 3}).

Motivating Question: Identifiability

Given information about the input and output compartment[s], can we
identify all flow rate parameters?
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Compartmental Models in the Wild

e SIR Model for spread of a virus <S>—>
B\

in Epidemiology (non-linear) g
e SIV Model for vaccine ;
efficiency in Epidemiology |
e Modeling Pharmacokinetics for [ C|>—>
absorption, distribution, l'\
metabolism, and excretion in |

the blood R
Modeling different biological ( )

systems

Cash Bortner (Stan State) Identifiability DART XI



Motivating Example

303

@ 312 @ 323 @ M = (G, In, Out, Leak)
321 a32

= (Cats, {3}, {1}, {3}).

|n
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Motivating Example

303

@ 312 @ 323 @ M = (G, In, Out, Leak)
321 a32

= (Cats, {3}, {1}, {3}).

in
ODEs in terms of concentrations x;(t), input u3(t), and output y1(t):

X1 = —anxi(t) +aoxa(t)
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Motivating Example

303

@ 312 @ a23 @ M = (G, In, Out, Leak)
321 a32

= (Cats, {3}, {1}, {3}).

in
ODEs in terms of concentrations x;(t), input u3(t), and output y1(t):

X] = —321X1(t) +312X2(t)
Xo = anxi(t) —(a12 + az)xa(t) +ao3x3(t)
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Motivating Example

303

@ 312 @ ‘323 @ M = (G, In, Out, Leak)
321 332

= (Cats, {3}, {1}, {3}).

in

ODEs in terms of concentrations x;(t), input u3(t), and output y1(t):

X] = —321X1(t) +312X2(t)
X = anx(t) —(a2 + as2)xe(t) +a23x3(t)
X3 = azoxa(t) —(ao3 + a23)x3(t) +us(t)

Cash Bortner (Stan State) Identifiability DART XI



Motivating Example

303

@ 312 @ 323 @ M = (G, In, Out, Leak)
321 a32

= (Cats, {3}, {1}, {3}).

in

ODEs in terms of concentrations x;(t), input u3(t), and output y1(t):

X] = —321X1(t) +a12X2(t)
X = anx(t) —(a2 + as2)xe(t) +a23x3(t)
X3 = azpx2(t) —(ao3 + a23)x3(t) +us(t)

with
y1(t) = x(t).
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Motivating Example

303

@ 312 @ 323 @ M = (G, In, Out, Leak)
321 a32

= (Cats, {3}, {1}, {3}).

in

ODEs in terms of concentrations x;(t), input u3(t), and output y1(t):

X1 —aoi ai 0 Xl(t) 0
Xo | = | a1 —an—az a3 x(t)|+| O
X3 0 asp —3ap3 — az3 X3(1.') U3(t)

compartmental matrix A

with
y1(t) = x(t).
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Motivating Example

a()V

ai2 az3 o
@%@%@ M = (G, In, Out, Leak)
a1 as2

I T = (Cats, {3}, {1}, {3}).

in

Goal: Identify the parameters aj; from the measurable variables.

X1 —ani aio 0 Xl(t) 0
X | = | a1 —a12 —ax a3 x(t) | +
X3 0 as —aoz — a3/ \x3(t) us(t)

compartmental matrix A

with
yl(t) = Xl(t).

Cash Bortner (Stan State) Identifiability DART XI



Motivating Example

Goal: Identify the parameters aj; from the measurable variables.

X1 —an1 ain 0 Xl(t) 0
Xo | = | a1 —a12 — a3 a3 xo(t) | +
X3 0 a2 —ap3 — a3/ \x3(t) uz(t)

with
y1(t) = x(t).
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Motivating Example

Goal: Identify the parameters aj; from the measurable variables.

0 0 0 Xl(t) —an1 ain 0 Xl(t) 0
<0 Ot 0) (Xz(t)> = (321 —ap — ax a3 ) <X2(t)>+< 0 )
0 0 0 x3(t) 0 asz —ap3 — a3 x3(t) us(t)

with
yi(t) = xi(t).
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Motivating Example

Goal: Identify the parameters aj; from the measurable variables.

0 0 0 Xl(t) —an1 ain 0 Xl(t) 0
<0 6,5 0) <X2(t)> — < any —aiz — asz a3 ) (XQ(t)) = < 0 )
0 0 O x3(t) 0 azp —ap3 — a3 x3(t) us(t)

with
yi(t) = xi(t).
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Motivating Example

Goal: Identify the parameters aj; from the measurable variables.

g 0 0 —an an 0 x1(t) 0
0 0 0] —| ax —an—a azs x(t) | = 0
0 0 O 0 asz —dop3 — a3 x3(t) us(t)

with
yi(t) = xi(t).
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Motivating Example

Goal: Identify the parameters aj; from the measurable variables.

Ot + an1 —an 0 x1(t)
—a1 O+ app+ax —ap3 x(t) | =
0 —a3 Ot + ao3 + ax3/) \x3(t)

with

us(t)
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Motivating Example

Goal: Identify the parameters aj; from the measurable variables.

O + an1 —ar2 0 yi(t)
—a1 O+ app+ax —ap3 x(t) | =
0 —a3 Ot + ao3 + ax3/) \x3(t)

with

us(t)
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Motivating Example

Goal: Identify the parameters aj; from the measurable variables.

O + an1 —ar2 0 yi(t) 0
—a1 O+ app+ax —ap3 x(t) | =
0 —as Or + a0z + a3/ \x3(t) uz(t)

via Cramer’'s Rule:

Ot + an1 —ar 0
det | —ax  0:+ a2+ az —an3 yi(t)
0 —as2 Ot + a3 + a3
0 —dai2 0
= det 0 O¢ + a2 + as —an3
u3(t) —a3 Ot + ao3 + az3
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Motivating Example

Goal: Identify the parameters aj; from the measurable variables.

O + an1 —ar2 0 yi(t) 0
—a1 O+ app+ax —ap3 x(t) | =
0 —as Or + a0z + a3/ \x3(t) uz(t)

via Cramer’'s Rule:

O + a1 —aio 0
det | —ax1  O:r+awx+azm —an3 yi(t)
0 —azp Ot + ao3 + az3

—dai2 0
= det t
€ (at + a2 + a3 —323> us(t)
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Motivating Example

303
@ 212 @ 2= @ M = (G, In, Out, Leak)
a1 e = (Cats, {3}, {1}, {3}).
in

Goal: Identify the parameters aj; from the measurable variables.

det(9;] — A)y; = det(d,] — A 4

Vv
remove row 3 and col 1

by Cramer's Rule and substitution.
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Motivating Example: Input/Output Equation

ao3
312 a23 /

@ @ @ M = (G, In, Out, Leak)
o ey

= (Cat3> {3}7 {1}7 {3})
in
Via a substitution and application of Cramer’s Rule:

)/13) + (a03 + @12 + a1 + axs + as2)y1 + (aza12 + apzan

+ai2a3 + a21a23 + 03332 + a21332)y1 + (a03321232)y1 = (a12a23) 3.
an ODE in only the measurable variables and the parameters:
Input/Output Equation

Goal: Identify parameters aj; from the measurable variables.
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|dentifiability Analysis: Structural vs. Practical

We want to recover (identify) parameters of ODE models from measured
variables.
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|dentifiability Analysis: Structural vs. Practical

We want to recover (identify) parameters of ODE models from measured
variables.

v
Structural vs. Practical
V.
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|dentifiability Analysis: Structural vs. Practical

We want to recover (identify) parameters of ODE models from measured
variables.

Structural vs. Practical

e structural identifiability analysis, is done a priori, assumes perfect
conditions, and does not provide numerical parameter estimates

.
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|dentifiability Analysis: Structural vs. Practical

We want to recover (identify) parameters of ODE models from measured
variables.

Structural vs. Practical

e structural identifiability analysis, is done a priori, assumes perfect
conditions, and does not provide numerical parameter estimates
e practical identifiability analysis, is done a posteriori, assumes some

error exists, and generally computes parameter estimates from
measured data

.
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|dentifiability Analysis: Structural vs. Practical

We want to recover (identify) parameters of ODE models from measured
variables.

Structural vs. Practical
e structural identifiability analysis, is done a priori, assumes perfect
conditions, and does not provide numerical parameter estimates
e practical identifiability analysis, is done a posteriori, assumes some
error exists, and generally computes parameter estimates from
measured data

Structural identifiability is a necessary condition for practical
identifiability.
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|dentifiability Analysis: Structural vs. Practical

We want to recover (identify) parameters of ODE models from measured
variables.

Structural vs. Practical

e structural identifiability analysis, is done a priori, assumes perfect
conditions, and does not provide numerical parameter estimates

e practical identifiability analysis, is done a posteriori, assumes some
error exists, and generally computes parameter estimates from
measured data

Structural identifiability is a necessary condition for practical
identifiability.
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Structural Identifiability Analysis: A two part problem

Structural Identifiability via the input-output equation

We consider structural identifiability as a two-step problem:
1. Find an input/output equation of the ODE system in terms of
measurable variables

2. Determine the injectivity of the coefficient map defined by the
input/output equation
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Structural Identifiability Analysis: A two part problem

Structural Identifiability via the input-output equation

We consider structural identifiability as a two-step problem:

1. Find an input/output equation of the ODE system in terms of
measurable variables

2. Determine the injectivity of the coefficient map defined by the
input/output equation

We want to classify structural identifiability
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Structural Identifiability Analysis: A two part problem

Structural Identifiability via the input-output equation

We consider structural identifiability as a two-step problem:
1. Find an input/output equation of the ODE system in terms of
measurable variables
2. Determine the injectivity of the coefficient map defined by the
input/output equation

We want to classify structural identifiability by the underlying graph
structure.

Cash Bortner (Stan State) Identifiability DART XI



Novel Input-Output Equation Characterization

Theorem (3, Gross, Meshkat, Shiu, Sullivant [1])

The coefficients of the input-output equation of a LCM (G, In, Out, Leak)
can be generated by incoming forests on graphs related to G.
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Novel Input-Output Equation Characterization

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

The coefficients of the input-output equation of a LCM (G, In, Out, Leak)
can be generated by incoming forests on graphs related to G.

Definitions
A directed graph H is called an incoming forest if
e no vertex has more than one outgoing edge, and

e its underlying undirected graph is a forest

Example
The set of incoming forests with 3 edges aio an3 3
~ = 0
G B ={1-22-33-0 | OSOS®HO

o
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Novel Input-Output Equation Characterization

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

The coefficients of the input-output equation of a LCM (G, In, Out, Leak)
can be generated by incoming forests on graphs related to G.

Definitions

A directed graph H is called an incoming forest if
e no vertex has more than one outgoing edge, and

e its underlying undirected graph is a forest

Example
The set of incoming forests with 3 edges aio a3 3
~ = 0
on G R ={1o22-33-00 | QSO0
G




Novel Input-Output Equation Characterization

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

The coefficients of the input-output equation of a LCM (G, In, Out, Leak)
can be generated by incoming forests on graphs related to G.

Definitions
A directed graph H is called an incoming forest if
e no vertex has more than one outgoing edge, and

e its underlying undirected graph is a forest

Example
The set of incoming forests with 3 edges aio EYe) 3
~ ~ 0
G B ={1-22-33-0 | OSOS®3O

o

Cash Bortner (Stan State) Identifiability DART XI



Novel Input-Output Equation Characterization

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

The coefficients of the input-output equation of a LCM (G, In, Out, Leak)
can be generated by incoming forests on graphs related to G.

Definitions

A directed graph H is called an incoming forest if
e no vertex has more than one outgoing edge, and

e its underlying undirected graph is a forest

Example
The set of incoming forests with 3 edges aio an3 3
~ = 0
on G R ={1o22-33-00 | OSO5®30
G




Novel Input-Output Equation Characterization

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

The coefficients of the input-output equation of a LCM (G, In, Out, Leak)
can be generated by incoming forests on graphs related to G.

Definitions
A directed graph H is called an incoming forest if
e no vertex has more than one outgoing edge, and

e its underlying undirected graph is a forest

Example

The set of incoming forests with 3 edges
on G: F3(G) = {{1 - 2,2 3,3 0}}

18
©

©)

)
S S
®)
e
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Example

For M = (Cats, {3}, {1}, {3}):

as2 T
in

403

@%@ S®3Z@

G

The k" coefficient of LHS of the
i-0 equation is:

Ck = E TF

FeF;_«(G)

LHS coefficients: Incoming forests with 1 edge

Derivative Coefficient
(3) 1
(2)

ao3 + ai2 + a21 + a3 + a3
i
( ) 03412 + ap3a21 + a12a23 + az1a23 + ap3a32 + azi1as
0
( ) 403421432
Identifiability DART XI




Example

For M = (Cats, {3}, {1}, {3}):

The kth coefficient of LHS of the

5

O @
I

a

—+©
5

i-0 equation is:

Ck = E TF

03

FeF;_«(G)

LHS coefficients: Incoming forests with 1 edge

Derivative Coefficient
(3) 1
(2)

ap3 + a2 + ax1 + a3 + a3
i
( ) 03412 + ap3a21 + a12a23 + az1a23 + ap3a32 + azi1as
(0)
403421432
Identifiability DART XI




Example
For M = (Cats, {3}, {1}, {3}):

The kth coefficient of LHS of the

ain i-0 equation is:
OLOEHORO)
; - n= 2w

FeF;_«(G)

LHS coefficients: Incoming forests with 1 edge

Derivative Coefficient
(3) 1
(2)
ap3 + a2 + az1 + ax3 + az
i
( ) 03412 + ap3a21 + a12a23 + az1a23 + ap3a32 + azi1as
(0)

dp34d21432
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Example
For M = (Cats, {3}, {1}, {3}):

The k" coefficient of LHS of the
i-0 equation is:

Ck = E TF

FeF;_«(G)

©
®)
—He)
o &

LHS coefficients: Incoming forests with 1 edge

Derivative Coefficient
(3) 1
2
( ) ap3 + ai2 + ax1 + ax3z + az
i
( ) 03412 + ap3a21 + a12a23 + az1a23 + ap3a32 + azi1as
(0)

dp34d21432

Cash Bortner (Stan State) Identifiability DART XI



Example

For M = (Cats, {3}, {1}, {3}):

The kth coefficient of LHS of the

5

a3

OGN O

®
"

i-0 equation is:

©
- a= Y

FeF;_«(G)

LHS coefficients: Incoming forests with 1 edge

Derivative Coefficient
(3) 1
(2)

ao3 + a2 + a21 + ax3 + a3
i
( ) 03412 + ap3a21 + a12a23 + az1a23 + ap3a32 + azi1as
(0)
403421432
Identifiability DART XI




Example

For M = (Cats, {3}, {1}, {3}):

The kth coefficient of LHS of the

L @=

as2

®
"

i-0 equation is:

©
- a= Y

FeF;_«(G)

LHS coefficients: Incoming forests with 1 edge

Derivative Coefficient
(3) 1
(2)

ap3 + a2 + ax1 + a3 + as
i
( ) 03412 + ap3a21 + a12a23 + az1a23 + ap3a32 + azi1as
(0)
403421432
Identifiability DART XI




Example

For M = (Cats, {3}, {1}, {3}):

as2 T
in

403

@%@ S®3Z@

G

The k" coefficient of LHS of the
i-0 equation is:

Ck = E TF

FeF;_«(G)

LHS coefficients: Incoming forests with 2 edge

Derivative Coefficient
(3) 1
2
( ) ao3 + ai2 + a21 + a3 + a3
i
( ) 03412 + ap3a21 + a12a23 + az1a23 + ap3a32 + azi1as
0
( ) 403421432
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Example
For M = (Cats, {3}, {1}, {3}):

The k" coefficient of LHS of the
alo e i-0 equation is:

Ck = E TF

FeF;_«(G)

LHS coefficients: Incoming forests with 2 edge

Derivative Coefficient
(3) 1
2
( ) ap3 + ai2 + az1 + ax3 + asp
i
( ) a03812 + ap3a21 + a12a23 + az1a23 + ap3asz2 + azi1asp
(0)

dp34d21432
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Example

For M = (Cats, {3}, {1}, {3}):

The kth coefficient of LHS of the

ari

®
!

=@

a

®
"

—+©
5

i-0 equation is:

Ck = E TF

03

FeF;_«(G)

LHS coefficients: Incoming forests with 2 edge

Derivative Coefficient
(3) 1
(2)

ao3 + ai2 + a21 + a3 + a3
i
( ) 03412 + 203821 + a12a23 + az1a23 + dp3a32 + azi1as
(0)
403421432
Identifiability DART XI




Example
For M = (Cats, {3}, {1}, {3}):

The kth coefficient of LHS of the
ain a3 i-0 equation is:

Ck = E TF

FeF;_«(G)

©
@
(@)
o ©

LHS coefficients: Incoming forests with 2 edge

Derivative Coefficient
(3) 1
2
( ) ap3 + ai2 + az1 + ax3 + asp
i
( ) 03412 + ap3a21 + a12a23 + az1a23 + ap3a32 + azi1as
(0)

dp34d21432
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Example

For M = (Cats, {3}, {1}, {3}):

The kth coefficient of LHS of the

(]) ari

a3

O IO

®
"

i-0 equation is:

©
- a= Y

FeF;_«(G)

LHS coefficients: Incoming forests with 2 edge

Derivative Coefficient
(3) 1
(2)

ao3 + ai2 + a21 + a3 + a3
i
( ) 03412 + ap3a21 + a12a23 + az1a23 + ap3a32 + az1as3
(0)
403421432
Identifiability DART XI




Example

For M = (Cats, {3}, {1}, {3}):

The kth coefficient of LHS of the

L @=

as2

®
"

a

—+©
5

i-0 equation is:

Ck = E TF

03

FeF;_«(G)

LHS coefficients: Incoming forests with 2 edge

Derivative Coefficient
(3) 1
(2)

ao3 + ai2 + a21 + a3 + a3
i
( ) 03412 + a03a21 + a12a23 + az1a23 + ap3asz2 + azi1asp
(0)
403421432
Identifiability DART XI




Example
For M = (Cats, {3}, {1}, {3}):

The k" coefficient of LHS of the
i-0 equation is:

Ck = E TF

FeF;_«(G)

S,
O,
Al
5—H(w)
o ©

LHS coefficients: Incoming forests with 2 edge

Derivative Coefficient
(3) 1
2
( ) ap3 + ai2 + az1 + ax3 + asp
i
( ) 03412 + ap3a21 + a12a23 + az1a23 + ap3a32 + azi1a3
(0)

dp34d21432
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Example

For M = (Cats, {3}, {1}, {3}):

as2 T
in

403

@%@ S®3Z@

G

The k" coefficient of LHS of the
i-0 equation is:

Ck = E TF

FeF;_«(G)

LHS coefficients: Incoming forests with 3 edge

Derivative Coefficient
(3) 1
2
( ) ao3 + ai2 + a21 + a3 + a3
i
( ) 03412 + ap3a21 + a12a23 + az1a23 + ap3a32 + azi1as
0
( ) 403421432

Identifiability DART XI




Example
For M = (Cats, {3}, {1}, {3}):

The k" coefficient of LHS of the
i-0 equation is:

Ck = E TF

FeF;_«(G)

LHS coefficients: Incoming forests with 3 edge

Derivative Coefficient
(3) 1
2
( ) ap3 + ai2 + az1 + ax3 + asp
i
( ) 03412 + ap3a21 + a12a23 + az1a23 + ap3a32 + azi1as
(0)

dap34d21432

Cash Bortner (Stan State) Identifiability DART XI



Example
For M = (Cats, {3}, {1}, {3}):

ai2 23 aos
PXO=GC
in Gy

RHS coefficients:

The kth coefficient of RHS of the
i-0 equation is:

de = Z TF

Ferst 1(6})

Derivative

Coefficient

O
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Example
For M = (Cats, {3}, {1}, {3}):

The kth coefficient of RHS of the
i-0 equation is:

@%@:@ﬁ@
a32 G d, = E TF
& Fer 1(Gh)

RHS coefficients: Incoming forests with 2 edges AND a path from 3 to 1

Derivative | Coefficient

O
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Example
For M = (Cats, {3}, {1}, {3}):

The kth coefficient of RHS of the
ao an3 i-0 equation is:
OLOLHORO
$ j\ éf* dp = jg: TF
1

Ferst 1 (67)

n

RHS coefficients: Incoming forests with 2 edges AND a path from 3 to 1

Derivative | Coefficient
B
3

d124d23

Cash Bortner (Stan State) Identifiability DART XI



Number of Coefficients

Corollary (3, Gross, Meshkat, Shiu, Sullivant [1])

Consider M = (G, {in},{out}, Leak) where G is strongly connected and

|V| = n. Then the number of non-trivial coefficients in the input/output
equation is:

n if |Leak| # 0

LHS: ’
# on {n—l if |[Leak| =0

4# on RHS — n—1 if in = out
| n—dist(in, out) if in # out.

v
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Number of Coefficients

Corollary ($, Gross, Meshkat, Shiu, Sullivant [1])

Consider M = (G, {in},{out}, Leak) where G is strongly connected and
|V| = n. Then the number of non-trivial coefficients in the input/output
equation is:

n if |Leak| # 0
n—1 if|leak|=0"

n—1 if in = out

# on LHS = o v
n — dist(in, out) if in # out.

#onRHS:{

Example
For M = (Cats, {3}, {1}, {3}), the input/output equation is:
y1(3) + (a3 + a12 + az + ax + 332))/{/ + (aozai2 + aozaz
a12323 + @133 + a03332 + a2 axn)y1 + (azaziasn)yr = (a2as)us.

(? :2 @%@ﬂ@ # on LHS = 3 (since |Leak| = 1)

= # on RHS =3 —dist(3,1) =1
G N—_——

2
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Example

Example

For M = (Cats, {3}, {1}, {3}), the input/output equation is:
y1(3) + (203 + a12 + a2 + a3 + az)y1 + (a0za12 + aozaz

“+apars + az a3 + apzas + axas)yr + (azazan)yr = (aas)us
22 28 3 2 #on LHS =3
ool ORI0

i\ & #onRHS =1

The coefficient map corresponding to M is:

4
dm: R® SR
ao3
B a03 + a12 + a1 + ax3 + asx
12
- - 203812 + @03a21 + a12a23 + a21a23 + ao3as2 + azias
21
4034821432
a3
a12a23
as2
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|dentifiability

Definition*
A model (G, In, Out, Leak) with coefficient map ¢ is

e Jocally identifiable (identifiable) if, outside a set of measure zero,
every point in RIEcI*+ILeakl has an open neighborhood U for which the
restriction ¢|y : U — R™ is one-to-one; and

e unidentifiable if ¢ is generically infinite-to-one.
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|dentifiability

Definition*

A model (G, In, Out, Leak) with coefficient map ¢ is

e Jocally identifiable (identifiable) if, outside a set of measure zero,
every point in RIEcI+Leakl has an open neighborhood U for which the
restriction ¢|y : U — R™ is one-to-one; and

e unidentifiable if ¢ is generically infinite-to-one.

Proposition (Sufficient condition for unidentifiability)

A model M = (G, In, Out, Leak) is unidentifiable if

# parameters > # coefficients.
N———

|Eg|+|Leak|
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Example

Example

For M = (Cats, {3}, {1}, {3}), the input/output equation is:
y1(3) + (203 + a12 + a1 + axs + a)y1 + (203312 + aozaz

+apars + azaxs + apzas + axas)yr + (azaznan)yr = (aas)us
22 28 3 2 #on LHS =3
ool ORI0

0 = # on RHS = 1

The coefficient map corresponding to M is:

4
dm: R> SR
ao3
B 03 + a12 + a2 + ax3 + axn
12
- - 403812 + @03a21 + 312823 + a21a23 + a03a32 + az1as
21
4034821432
a3
a12a23
as2
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Example

Example

For M = (Cats, {3}, {1}, {3}), the input/output equation is:

y1(3) + (203 + a12 + a1 + axs + a)y1 + (203312 + aozaz

+apars + az a3 + apzas + axas)yr + (azazan)yr = (aas)us.
212 o\ 2B 3\ 2 on LHS =3
OS50 #*
! T & # on RHS =1

n

The coefficient map corresponding to M is:

om: R -R* M is UNIDENTIFIABLE

ao3
. ao3 + a12 + a2 + ax + as
12
2 03812 + @03821 + A12a823 + a21823 + A03a32 + a21a32
21
4034821432
az3
a12a23
asz
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Unidentifiability

Corollary (8, Gross, Meshkat, Shiu, Sullivant [1])

Consider M = (G, {in},{out}, Leak) where G is strongly connected and
|VG| = n. Define L and d as follows:

0 if [Leak| =0 4 d 1 if dist(in, out) =0
== an =
1 if |Leak| #0 dist(in, out) if dist(in, out) # 0.

Then M is unidentifiable if

|Leak| + |Eg| >2n— L —d.
—_—

# parameters # coefficients
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The Jacobian

Proposition

M = (G, {i},{j}, Leak) is locally identifiable if and only if the rank of the
Jacobian matrix of its coefficient map is equal to # parameters.

Example
For M = (Cats, {3}, {1}, {3}), the input/output equation is:

3 .. .
Y{ ) + (203 + a12 + a21 + a3 + as2) yi + (a03a12 + ao3a21 + ai2azs + az1a3 + ag3asz2 + a21a32) y1

(o) <

+ (apzaz1az2) y1 = (aoa3) uz
————— ———r

[«)) do
ao3 Elb) a1 a3 as
(o)) 1 1 1 1 1
JHbr) Ci|a2+ax +a2 a3+ axs a3 +axs+ax an+ax a3+ ax
4t o az1as 0 a03a32 0 ao3az1
do 0 a3 0 ain 0
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Tree Models

A (bidirectional) tree model M = (G, In, Out, Leak) has properties
e the edge i — j € Eg if and only if the edge j — i € Eg

e underlying undirected graph of G a [double| tree*

Examples

an—1,
OB 10 G0
Catenary E
az1

L
N
w

©
e

2

©)

Mammillary
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Unidentifiability of Tree Models

Theorem (3, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in}, {out}, Leak) is unidentifiable if
dist(in, out) > 2 or |Leak| > 2.

Proof idea: Let n = |Vg].
e # parameters: |Eg| + |Leak| = 2n — 2 + |Leak]|
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Unidentifiability of Tree Models

Theorem (3, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in}, {out}, Leak) is unidentifiable if
dist(in, out) > 2 or |Leak| > 2.

Proof idea: Let n = |Vg].

e # parameters: |Eg| + |Leak| = 2n — 2 + |Leak]|
e # coefficients:

|Leak| > 2 |Leak| =1 |Leak| =0
dist(in, out) > 2 | 2n — dist(in, out) | 2n — dist(in, out) | 2n — dist(in, out) — 1
dist(in, out) =1 2n—1 2n—1 2n —2
dist(in, out) =0 2n—1 2n—1 2n—2
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Unidentifiability of Tree Models

Theorem (3, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in}, {out}, Leak) is unidentifiable if
dist(in, out) > 2 or |Leak| > 2.

Proof idea: Let n = |Vg].

e # parameters: |Eg| + |Leak| = 2n — 2 + |Leak]|
e # coefficients:

|Leak| > 2 |Leak| =1 |Leak| =0
dist(in, out) > 2 | 2n — dist(in, out) | 2n — dist(in, out) | 2n — dist(in, out) — 1
dist(in, out) =1 2n—1 2n—1 2n —2
dist(in, out) =0 2n—1 2n—1 2n—2

Top-Left:
e # parameters > 2n (since |Leak| > 2)
e # coefficients = 2n — dist(in, out)
———

>2
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Unidentifiability of Tree Models

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in},{out}, Leak) is unidentifiable if
dist(in, out) > 2 or |Leak| > 2.

Proof idea: Let n = |V].
o # parameters: |Eg| + |Leak| = 2n — 2 + |Leak|
e # coefficients:

|Leak| > 2 |Leak| =1

|Leak| =0
dist(in, out) > 2 | 2n — dist(in, out) | 2n — dist(in, out) | 2n — dist(in, out) — 1
dist(in, out) = 1 2n—1 2n—1 2n—2
dist(in, out) =0 2n—1 2n—1 2n —2

Top-Left: UNIDENTIFIABLE
e # parameters > 2n (since |Leak| > 2)
e # coefficients = 2n — dist(in, out)
———

>2
Cash Bortner (Stan State)
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Unidentifiability of Tree Models

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in},{out}, Leak) is unidentifiable if
dist(in, out) > 2 or |Leak| > 2.

Proof idea: Let n = |V].

e # parameters: |Eg|+ |Leak| = 2n — 2 + |Leak]|
e 7 coefficients:

|Leak| > 2 |Leak| =1 |Leak| =0
dist(in, out) > 2 | 2n — dist(in, out) | 2n — dist(in, out) | 2n — dist(in, out) — 1
dist(in, out) = 1 2n—1 2n—1 2n—2
dist(in, out) =0 2n—1 2n—1 2n —2

Bottom-Right:
e # parameters = 2n — 2 (since |Leak| = 0)
e # coefficients =2n — 2
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Unidentifiability of Tree Models

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in},{out}, Leak) is unidentifiable if
dist(in, out) > 2 or |Leak| > 2.

Proof idea: Let n = |V].

e # parameters: |Eg|+ |Leak| = 2n — 2 + |Leak]|
e 7 coefficients:

|Leak| > 2 |Leak| =1 |Leak| =0
dist(in, out) > 2 | 2n — dist(in, out) | 2n — dist(in, out) | 2n — dist(in, out) — 1
dist(in, out) = 1 2n—1 2n—1 2n—2
dist(in, out) =0 2n—1 2n—1 2n —2

Bottom-Right: IDENTIFIABLE???
e # parameters = 2n — 2 (since |Leak| = 0)
e # coefficients =2n — 2
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Unidentifiability of Tree Models

Theorem (3, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in},{out}, Leak) is unidentifiable if
dist(in, out) > 2 or |Leak| > 2.

Proof idea: Let n = |Vg].

o # parameters: |Eg|+ |Leak| = 2n — 2 + |Leak]|
e # coefficients:

|Leak| > 2 |Leak| =1 |Leak| =0
dist(in, out) > 2 | 2n — dist(in, out) | 2n — dist(in, out) | 2n — dist(in, out) — 1
dist(in, out) = 1 2n—1 2n—1 2n—2
dist(in, out) = 0 2n—1 2n—1 2n —2

o five red cases have # parameters > # coefficients
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Unidentifiability of Tree Models

Theorem (3, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in},{out}, Leak) is unidentifiable if
dist(in, out) > 2 or |Leak| > 2.

Proof idea: Let n = |Vg].

o # parameters: |Eg|+ |Leak| = 2n — 2 + |Leak]|
e # coefficients:

|Leak| > 2 |Leak| =1 |Leak| =0
dist(in, out) > 2 | 2n — dist(in, out) | 2n — dist(in, out) | 2n — dist(in, out) — 1
dist(in, out) = 1 2n—1 2n—1 2n—2
dist(in, out) = 0 2n—1 2n—1 2n —2

o five red cases have # parameters > # coefficients = unidentifiability
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Unidentifiability of Tree Models

Theorem (3, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in},{out}, Leak) is unidentifiable if
dist(in, out) > 2 or |Leak| > 2.

Proof idea: Let n = |Vg].

o # parameters: |Eg|+ |Leak| = 2n — 2 + |Leak]|
e # coefficients:

|Leak| > 2 |Leak| =1 |Leak| =0
dist(in, out) > 2 | 2n — dist(in, out) | 2n — dist(in, out) | 2n — dist(in, out) — 1
dist(in, out) = 1 2n—1 2n—1 2n—2
dist(in, out) = 0 2n—1 2n—1 2n —2

o five red cases have # parameters > # coefficients = unidentifiability

e four blue cases have # parameters = # coefficients
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Unidentifiability of Tree Models

Theorem (3, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in},{out}, Leak) is unidentifiable if
dist(in, out) > 2 or |Leak| > 2.

Proof idea: Let n = |Vg].

o # parameters: |Eg|+ |Leak| = 2n — 2 + |Leak]|
e # coefficients:

|Leak| > 2 |Leak| =1 |Leak| =0
dist(in, out) > 2 | 2n — dist(in, out) | 2n — dist(in, out) | 2n — dist(in, out) — 1
dist(in, out) = 1 2n—1 2n—1 2n—2
dist(in, out) = 0 2n—1 2n—1 2n —2

o five red cases have # parameters > # coefficients = unidentifiability

e four blue cases have # parameters = # coefficients,

but that does not guarantee identifiability.
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Building Identifiable Tree Models

Plan for showing that # parameters = # coefficients implies identifiability:
e start with some base model that we know is identifiable (Prop*)

e from base model, build all tree models where |Leak| <1 and
dist(in, out) < 1 and retain identifiability at each step

Proposition* ($, Gross, Meshkat, Shiu, Sullivant [1])

The tree model M = (G, {i},{i},0) is identifiable.
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Building Identifiable Tree Models

Plan for showing that # parameters = # coefficients implies identifiability:
e start with some base model that we know is identifiable (Prop*)

e from base model, build all tree models where |Leak| <1 and
dist(in, out) < 1 and retain identifiability at each step

Proposition* ($, Gross, Meshkat, Shiu, Sullivant [1])

The tree model M = (G, {i},{i},0) is identifiable.

Proposition (Gross, Harrington, Meshkat, Shiu [2])

Let M = (G, In, Out, ) be strongly connected and identifiable. Then, the
model M’ = (G, In, Out, {k}) is also identifiable.
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Moving the Input/Output

Proposition ($, Gross, Meshkat, Shiu, Sullivant [1])

Let M = (G, {i},{i},D) be an identifiable tree model. Let H be the graph
G with the added node n and edges i — n and n — i. Then following
models are also identifiable:

o My = (H,{i},{n},0)
o My = (H,{n},{i},@).

Example
Here, M = (Cats, {1}, {1}, 0) and M, = (Caty, {4}, {1}, 0):

@au@‘m@ @314@a12@a23@
321 as» a1
in

321 asz
M

Mo
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Proof of Moving the Input/Output

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

Let M = (G, {i},{i},0) be an identifiable tree model. Let H be the graph
G with the added node n and edges i — n and n — i. Then following
models are also identifiable:

o My = (H,{i},{n},0)
o My = (H,{n},{i},0).
Proof idea:

e write the coefficients of M7 in terms of M and the new parameters

e manipulate the Jacobian of ¢, to “find” the Jacobian of ¢, which
by assumption has full rank:

Hbpn,) = (J(¢M) 0)

* C

e show that C has full rank using properties of the graph
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Adding a Leaf

Proposition ($, Gross, Meshkat, Shiu, Sullivant [1])

Let M = (G, {i},{j},0) be an identifiable tree model. Define
L= (H,{i},{j},0) where H is the graph G with the added node n and
edges k — n and n — k for some k € V. Then, L is identifiable.

Example
Here, M = (Cats, {2}, {3},0) and £ = (Cat}, {2}, {3}, 0):

da12 a3 341 a2 an3
=10}=10 @ O} 1010,
ani as2 314 ani 7\ as2

M in in \o

Cash Bortner (Stan State) Identifiability DART XI



Classification of Tree Models

Theorem (3, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in}, {out}, Leak) is identifiable if and only if
dist(in,out) < 1 and |Leak| < 1.

Proof outline:
e M is unidentifiable if either dist(in,out) > 1 or |Leak| > 1
e M is identifiable if in = out and |Leak| =0
e M is identifiable if dist(in,out) =1 and |Leak| =0

e if M is identifiable with |Leak| = 0, then it is identifiable with
|Leak| =1
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Example

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in}, {out}, Leak) is identifiable if and only if
dist(in,out) < 1 and |Leak| < 1.

Example
ao3
OO @
4) a32

in

Cash Bortner (Stan State) Identifiability DART XI



Example

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in}, {out}, Leak) is identifiable if and only if
dist(in,out) < 1 and |Leak| < 1.

Example

UNIDENTIFIABLE,
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Example

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in}, {out}, Leak) is identifiable if and only if
dist(in,out) < 1 and |Leak| < 1.

Example

UNIDENTIFIABLE, since dist(3,1) =2 > 1
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Example

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in}, {out}, Leak) is identifiable if and only if
dist(in,out) < 1 and |Leak| < 1.

Example

ai2 a3 aOV
Oi=1020
J) azi T as2

in
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Example

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in}, {out}, Leak) is identifiable if and only if
dist(in,out) < 1 and |Leak| < 1.

Example
a3
a2 an3 /
OL=102210
J) an T as2
in
IDENTIFIABLE,
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Example

Theorem ($, Gross, Meshkat, Shiu, Sullivant [1])

A tree model M = (G, {in}, {out}, Leak) is identifiable if and only if
dist(in,out) < 1 and |Leak| < 1.

Example

ai2 a3 aOV
Oi=1020
J) azi T as2

in

IDENTIFIABLE, since dist(2,1) =1 <1 and |Leak| =1 < 1.
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Conclusion

For ALL linear compartmental models, we can generate defining
input-output equations from the underlying graph.
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Conclusion

For ALL linear compartmental models, we can generate defining
input-output equations from the underlying graph.

For tree models with a single input and output, we completely classify
local structural identifiability.

.
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Conclusion

For ALL linear compartmental models, we can generate defining
input-output equations from the underlying graph.

For tree models with a single input and output, we completely classify
local structural identifiability.

Biologists/modelers can use this information to design models which are
structurally identifiable in the hope that they are practically identifiable.
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Future Work

e generalize results on tree models to other linear compartmental
models
e find more applications for new characterization of coefficients

e consider distinguishability, i.e. the problem of determining whether two
or more linear compartmental models fit a given set of measured data

e look for patterns in the singular locus for dividing edges

e consider identifiability versus observability relationship

e consider the problem of determining identifiability when multiple
inputs/outputs are present
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